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Analysis on the Economic Value of Abalone  

 
v My Business Problem: 

The economic value of abalone is positively correlated with its age. Therefore, to be able to 
distinguish the age of abalone is important for both abalone farmers and customers in order to 
determine its price. However, the current technology to estimate the age is quite costly and 
inefficient. Farmers usually cut the shells and count the rings through microscopes. My goal is to 
take the physical measurements of abalone, which are easier to obtain, and find the best indicators 
that could forecast the rings (age). If a statistical procedure proves to be reliable and accurate 
enough, working hours could be saved. 
 

v About the Dataset: 
The dataset, Abalone, contains detail information about the abalone’s physical characteristics (sex, 
length, diameter, height, whole weight, shucked weight, viscera weight, shell weight) and their 
rings (age). It contains 9 columns, along with 4179 observations. The dataset is provided by the 
University of California Irvine Machine Learning Reposition. 
 
 

v Five Steps Toward Data Cleansing  
Step 0: Glance through the dataset. 
There is no missing data. 
 
Step 1: Take a look at the correlation matrix. 

According to the correlation matrix, we could see that there are values higher than 0.5, which 
indicate that there are strong correlations between them, and this might cause the issue of 
collinearity. I would pay more attention to these variables in the later progress of data cleaning and 
processing. 
 
Step 2: Look at the distribution plot of each independent variables and check if they are 
reasonable or not. 
 
By observing the distribution plot of every independent variable, I found some outliers that should 
be removed in order to make the (distribution) plot more normally distributed. There are three of 
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the independent variables that have significant results after removing the outliers, which are: 
“whole weight”, “shucked weight” and “shell weight”.  
 

 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The distribution plots of whole weight, shucked weight and shell weight show that there are 
obvious outliers. I have two methods to fix this problem (remove the outliers). 
 
Methods: Take the variable “whole weight” as an example: 
 
1.The first method is to change all the observations that differ a lot from the mean to the number 
that is closest to its value. Since observations more than 1.9 as well as observations less than 0.03 
are far away from the mean, (considered to be outliers) I would make changes of the value of 
whole weight, which are more than 1.9 to 1.9 and observations less than 0.03 to 0.03. This method 
is useful when the problematic points are in large proportion of the original dataset. By conducting 
this method, we would not lose too much information(data) from the dataset. 
 
2. The second method is to delete all the problematic points since they could be viewed as 
unreasonable or even wrong points. By deleting them, we could prevent them from ruin our 
prediction model. However, we must be careful while conducting this method because once we 
delete too much data, we would not have abundant information to build our model. Take the whole 
weight example again, if we count the number of observations more than 1.9 and observation less 
than 0.03, there are only 4178-4046=132 observations, which is only about 3% of the dataset 
(small proportion). Therefore, in this example, we could use method 2.  
 
By using the the above methods in the three independent variables, I could now obtain new 
distribution plots, which are shown below: 
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From the “summary statistics”, we could see that the means are almost the same as the former 
unfixed plots, which indicates that we do not lose too much information (data), especially the 
necessary ones. In addition, we could see the standard deviation is much smaller than before, which 
makes the data more reasonable. 
 
Whole weight Delete observations that are more 

than 1.9 and less than 0.03. 
 
Number of observations:  
4178-4046=132 (3.16% of the 
whole data) 

Change of standard 
deviation: 
0.491 lower to 0.445 

Shucked weight Delete observations that are more 
than 0.85 and less than 0.01. 
 
Number of observations:  
4178-4043=135 (3.23% of the 
whole data) 

Change of standard 
deviation: 
0.222 lower to 0.197 

Shell weight Delete observations that are more 
than 0.53 and less than 0.01. 
 
Number of observations:  
4178-4037=141 (3.37% of the 
whole data) 

Change of standard 
deviation: 
0.139 lower to 0.124 
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Step 3: Draw scatter plots for each independent variable along with the dependent variable.  
 
This is a very important step because it would give us a general understanding of the correlation 
between each dependent variable and independent variable. If there is no obvious correlation 
between them (either positive or negative), we should think twice before putting the independent 
variables into the model. 
 
After I drew the scatter plots of each independent variable with dependent variable, I found out 
that most of them have a clear positive correlation with the ring (age). 
 
 Below are some of the interesting plots that I would like to discuss: 
 
 
 
 
 
1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
From the ANOVA table above, we could see that P-value is less than 0.05, which indicates that 
sex might have effects on the rings (age). However, we could not find a linear correlation between 
them. Therefore, I would rather remove this variable away or do some transformation to the 
variable in order to make it more valid. Details will be discussed in step 4. 
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2. 
 
 
 
 
 
 
 
 
 
 
 
We could see that there are two outliers that would necessary affect the fit line.  After removing 
them, the scatter plot becomes as below, which the line is flatter. 
 
 
 
 
 
 
 
 
 
 
 
 
3. 
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Since abalones are mostly round, the number of length1 and diameter2 are mostly the same. We 
could see from the above plots that the scatter plots of length and diameter looks really similar. By 
conducting another scatter plot between this two variables, we could see a strong correlation.  
 
 

 
 
 
 
 
 
 
 
 

 
Therefore, in step 4, I will try to combine these two variables together to see if there could make 
any differences. In addition, the same technique applies to “whole weight and shucked weight”, 
“viscera weight and shell weight”. 
 
 
Step 4: Create some new variables or make some transformations to solve the problem in step 3. 
 
To create a new variable, we need to make sure that the new variable makes senses, and I would 
like to create a formula that would solve problems in step 3.  
 

																																																								
1	Length:	Longest	shell	measurement	(mm)	
2	Diameter:	Perpendicular	to	length	(mm)	
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Both of the plots show that the new variable has a positive linear correlation with rings (age). The 
new variable contains information about sex, diameter, length and weights, which fixed all the 
problem in step 3. 
 

 
 
Step 5: Take a deep look at the correlation between the independent variables. 
 
I found that when I fit rings (age) with “shell weight”, “(D*L*H)/W”, “(D*L*H)/(SK+V)” into 
the linear regression model, the coefficient of (D*L*H)/W will become negative. In addition, the 
correlation matrix shows that there is correlation between these variables. 

 
 
In order to decrease the effect of correlation, I would like to create a new variable by combining 
the shell weight to one of the exist variables. Below is the new correlation matrix: 
 
The issue of collinearity has been solved. 
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v Outline of My Previous Work on Data Cleansing: 
I created some new variables and made some transformations in order to solve the problems 
encountered while doing data cleansing. The new variables are “D/L” and “new”. D/L 
(Diameter/Length) is created because most abalones are rounded, the numerical value of length3 
and diameter4 are almost alike.  
 
 While “new” is a column that is formed by the below formula: 

 
 
 
 
 
 
 
 

 
I created this formula because from my previous work, I could see that “sex” (female/male/infants) 
has effects on the rings (age). However, we could not find a linear correlation between them. 
Despite from removing this variable away, I did some transformation on the variable in order to 
make it more valid.  
 
**Interpretation: “New” is the volume per each weight. From my perspective, infants are not yet 
mature so I use the add-up total weight (Whole Weight). While adult (grown) abalones have more 
obvious body structures, we could discuss each in detail. (Shucked Weight + Viscera Weight) 
In addition, the number of whole weight is almost the total of adding shucked weight, viscera 
weight, and shell weight together. Therefore, in this final project, I would choose to take “whole 
weight”, “Height”, “D/L”, and “new” as my variables into my further analysis. 
 

v My Analysis: 
 

1. Ordinary Least Square 

 
 
 
 
 

																																																								
3 Length: Longest shell measurement (mm) 
4 Diameter: Perpendicular to length (mm)	
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From the regression result, we could see that all of the independent variables have a P-value less 
than 0.05, which means all the predictors are significant. The Analysis of Variance table indicates 
that the model is significant because the P-value of F is less than 0.05. In addition, we could see 
from the Parameter Estimates table that all of the VIF value5 of the variables are less than 10, 
which means the dataset do not have the effect of multicollinearity6. 
 
Then let’s take a look at the coefficient of each variables. Whole Weight, Height, D/L, and new 
are positive, which are reasonable because in the reality, these factors do have a positive 
relationship with rings (age). Adult (grown) abalones are considered to be bigger, larger and 
heavier. 
 

2. Lasso Regression 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Lasso regression could be used as a variable selection model. Nevertheless, since I have cleaned 
the data and finished the data selection process, the Lasso Regression would not be a relevant 
method in this case because we could see from the table that Lasso Regression has high AIC7 and 
high BIC8, and the R square has not even change. 
 
 
 
 
 
 
 
 
																																																								
5 VIF (Variance Inflation Factor) provides an index that measures how much the variance of an estimated regression 
coefficient is increased because of collinearity. 
6 Multicollineraity exists when two or more of the predictors in a regression model are moderately or highly correlated. 
When it exists, it would wreak havoc on the analysis and thereby limit the research conclusion.		
7 AIC (Akaike Information Criterion) is a measure of the relative quality of statistical models for a given set of data. 
Given a collection of models for the data, AIC estimates the quality of each model relative to each of the other models. 
8 BIC (Bayesian Information Criterion) is a criterion for model selection among a finite set of models. The model with 
the lowest AIC and BIC is preferred. Wikipedia	
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3. Ridge Regression 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

From the results, we could conclude that all the variables are are significant, and all of the 
coefficients are reasonable. Comparing this method with the Ordinary Least Square method as 
well as Lasso Regression, although the R square has not change very much, the value of AIC and 
BIC are decreasing.  
 

4. Decision Tree 

 
Comparing to other method, Decision Tree has the lowest R square and the highest AIC, which is 
not as good as the former models. However, it has its own advantages since it provides a clear and 
understandable data visualization format. We could easily find the main factor using Decision Tree 
Method. 
 
So far, I have built four different models, and each model has its own feature. Ordinary Least 
Square (OLS) is the simplest method in linear regression, we could easily run this model in any 
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software. Ridge and Lasso Regression are methods based on OLS, which could be used as variable 
selection methods. In addition, Ridge and Lasso Regression could sometimes have a better result 
than OLS method. As for Decision Tree, it is another kind of model. It provides clear split and it 
let people to better understand the relationship between dependent variable and independent 
variables.  
 
Based on the above results, Ridge Regression has the lowest AIC and BIC. Therefore, I would 
choose this as my prediction model. 
 

v Conclusion: 
The formula of the regression model will be: 
 
Rings (Age)= -1.817 + 1.222*Whole Weight + 21.156*Height + 5.498*D/L + 61.894*new 
 
As we could see in this model, the largest coefficient belongs to “new”. “New” is the abalone’s 
volume (size)9 per weight. Surprisingly, I found out that “Whole Weight” is not that important. In 
addition, “Height” is also a crucial factor.  
 
Suggestions for people raising and selling abalones: 
 

• Previously, as of now, in order to know the abalone’s age, farmers have to take a sample 
of shell, straining it, and counting the number of rings under the microscope. It is a very 
boring and time consuming task. With my new proposal, there is no need to measure the 
numbers of layers of shell (rings) on the abalone’s shell. We could tell the abalone’s age 
from their physical measurement. 

 
• The numerical value of their size divided by their weight is highly correlated to their age.  
(Use “whole weight” as if it is an infant abalone, and use “shucked weight + viscera weight” 
for adult abalones, no matter they are male or female) 

 
• When you are in a hurry and do not have the time to do all the measurements, the abalone’s 

height is a good way to predict their age too! The higher the abalones are, the older they 
would be. 

 
Suggestion for people buying abalones: 
 

• Abalones are an excellent source of iron and pantothenic acid. Because of them containing 
highly nutrients, abalones are very expensive. People often have the misunderstanding that 
the heavier the products, the better they are. However, in the abalone case it is not that true. 
The “Whole Weight” did not play an important role as well as other factors. 

 
• Next time, when choosing abalones, do not rely entirely on the weight shown on the scale 

too much. The abalone’s height is a better predictor. Higher abalones mean that they are 
more mature, which contains more nutrition, and it is worth buying them with higher prices. 

																																																								
9 Volume (size)=Length*Diameter*Height 
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Appendix: Logistic Regression 
 
I would like to perform another regression model that would tell the possibility that whether the 
abalone is old or young. Since logistic regression is used when the dependent variable in question 
is categorical, I divide the “Rings” dataset into two categories: 0 and 1 and I put them into a new 
column: Age 
 
0 is for rings larger than 10, which means they are adult (grown) abalones; while 1 is for rings less 
than 10, which means they are not mature enough.  

 
 
 
 
 

However, from the table above, an unexpected result showed up. The “Height” variable has the P-
value higher than 0.05.  
 
 
After I remove the variable “Height” and run the regression again: 

 
 
 
 

Now all the variables are significant, and the coefficients are still reasonable.  While the R square 
is almost the same as the previous one, the BIC value is smaller, which seemed to be a better 
model. 
 
Conclusion: 
The formula of the logistic regression model will be: 
 
Probability of being an adult (grown) abalone= !

!"#$%
                                           

                                                                                      
                                                                          while, Z= -8.62 + 1.76 Whole Weight + 3.97 D/L + 55 new	


